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ABSTRACT

Arena tests are the standard method for quantifying explosive warhead
performance. These tests typically measure a variety of performance character-
istics, including shock wave speed and pressure, at a small number of locations.
Interpolating between locations requires assuming a symmetric shock wave but
frequently the results are difficult to interpret due to actual shock wave asymme-
tries or reflections within the arena environment. A methodology to perform
three-dimensional reconstruction of an explosively-driven shock wave’s posi-
tion and shape as a function of time is developed here. A series of explosive
tests are performed where the explosive process is imaged by multiple high-
speed digital cameras spread over a wide area. The location and rotation of
each camera is determined using a stereoscopic camera calibration procedure.
The high speed images are processed using the background-oriented schlieren
(BOS) method to visualize the shock wave. An automated shock wave detection
algorithm was developed to determine the location of the shock in each BOS im-
age. The two-dimensional shock wave pixel locations are scaled and rotated into
three-dimensional locations using the information determined from the camera
calibrations. The data from the multiple camera views are merged into a single
three-dimensional point cloud representing the locations on the shock wave. For
spherical shock waves a surface is fit to the point cloud which describes the lo-
cation of the shock wave. Analysis of the shock wave surface allows shock wave
asymmetries to be measured and tracked. The propagation of the shock wave is
measured and used to predict the time of arrival and overpressure at different lo-
cations which are compared to measurements recorded by pressure gauges. The
optical measurements agree with the pressure gauge measurements. The optical
data was also able to identify the sources of peaks in the pressure data following
the primary shock. The techniques developed here are shown to be useful tools
that can be implemented to augment the traditional point-wise instrumentation
of current explosives research testing and provide an enhanced characterization
of an explosion over traditional arena test methods.

Keywords: Background-Oriented Schlieren (BOS); Shock Wave Detection; Three
Dimensional Flow Reconstruction
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NOMENCLATURE

ε Schlieren system sensitivity or smallest angle of refraction that can be de-
tected

γ Ratio of the specific heats for the gas in which the shock is propagating

κ Elementary rotation around Z axis

ω Elementary rotation around X axis

τ The distance from the refractive object to the camera

ϕ Elementary rotation around Y axis

A Dewey scaling parameter that represents the initial charge radius

a0 Speed of sound at normal temperature and pressure

B Dewey scaling parameter. Normally set to 1

C Dewey scaling parameter

c Sachs’ time scale factor

cold(x, y) The value of a pixel at location x,y in the reference image

D Dewey scaling parameter

d The apparent feature shift

hot(x, y) The value of a pixel at location x,y in the analyzed image

L The distance from the background to camera

M Mach number

mab The rotation matrix value at location (a, b)

P1 Absolute pressure ahead of shock, which is assumed to be Patm

P2 Absolute pressure after the shock

Patm Atmospheric pressure
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Pover Overpressure or the absolute pressure after the shock wave minus the at-
mospheric pressure

pic(x, y) The value recorded for location x,y in the new image

R Measured shock radius

Rs Scaled shock radius

S Sachs’ scale factor

T Atmospheric temperature in K

t Measured time

ts Scaled time

W Mass of explosive

W0 Reference explosive mass

BNC Bayonet Neill-Concelman

BOS Background oriented schlieren

IRIG Inter-Range Instrumentation Group

PIV Particle image velocimetry

TTL Transistor-transitor logic
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CHAPTER 1

INTRODUCTION

1.1 Research Motivation

The proliferation of high speed cameras and increases in computational
power have improved how data are collected and analyzed from explosive test-
ing. Traditionally, explosive performance data were collected as one dimensional
functions of radius and the blast effects were assumed to be symmetric. This
assumption holds in simple cases but is not valid for many complex modern sys-
tems. The recent development of large scale high speed refractive imaging allows
for full field imaging of explosive events. Advancements in computational power
and open source code allow for high speed and high fidelity data analysis. An au-
tomated methodology for extracting three-dimensional shock wave propagation
information from multiple high-speed cameras is developed here.

1.2 Refractive Imaging Techniques

1.2.1 Schlieren

Schlieren systems are used to image differences in the refractive index of
a material located within a test section. Schlieren and shadowgraph were first
described in the 17th century by Robert Hooke. Schlieren was then rediscovered
in the nineteen hundreds by August Toepler and has since been used widely for
high-speed wind tunnel testing and laboratory investigations of explosives [1].

A traditional lens-type schlieren imaging system, which is shown in Fig-
ure 1.1, uses a simple parabolic lens to collimate light from a point source. The
parallel light then passes through the test section and enters a second lens, which
focuses the light to a point. A knife edge is placed at the focal point and a camera
is placed behind the knife edge. When a refractive object enters the test section it
bends the collomated light causing more or less interaction with the knife edge.
The camera records the refractive index gradient as a gradient of bright to dark
areas in the image. A schlieren image of the product gases from a lighter is shown
in Figure 1.2. The figure demonstrates the sensitivity and resolution with which
a schlieren system can capture a refractive object. This system is also capable of
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quantitatively measuring the refractive-index distributions within the test section
[2]. These capabilities have made schlieren imaging a common laboratory tool.
Schlieren is commonly used in super sonic wind tunnels and shock tubes to study
compressible flow and is occasionally used in explosive field testing. The diam-
eter of the test section is limited to the diameter of optics used. Lens schlieren
systems are generally limited to 15 cm diameter due to cost of the lenses[3].

Figure 1.1: Diagram of typical lens schlieren system with light ray paths shown.

1.2.2 Shadowgraph

Shadowgraph systems are capable of imaging much larger areas than schlieren
because no collimating optics are required, but lack the sensitivity and ability
for quantitative density measurements that are possible with schlieren [3]. The
difference between the two visualizations approaches can be seen in Figure 1.2:
schlieren visualizes refractive index gradients and thus has a smooth variation
from light to dark areas whereas shadowgraph visualizes the second derivative
of refractive index and thus has sharp variations from light to dark at edges of
the plume.

The modern retro-reflective shadowgraph system used for high speed imag-
ing was developed in 1958 by H. E. Edgerton [4]. The system consists of a high
intensity light source that is projected onto a retro-reflective screen. When a re-
fractive object is placed in between the light and screen it distorts the path of the
light casting a shadow of the object on the screen. This effect is shown in Fig-
ure 1.3. A camera placed near the light source is then able to record the image
on the screen. The first documented use of this system was the imaging of the
shock wave from a ”dynomite cap” [4]. This technique has been revived in re-
cent works to be used again for explosive testing [5, 6]. The main advantage of
the system is that it can be economically scaled up to a 2.5m by 2.5m test section.
The larger test section allows for the study of refractive objects too large to be
imaged with a traditional schlieren system, such as explosively driven fragments
and firearms [3]. Increasing the size of the test section beyond this becomes tech-
nically challenging due to the need for a point light source in excess of 1 kilowatt
and a retroreflective screen to provide the background. Larger systems have been
demonstrated up to about 5 by 5m [7], but this can be challenging to illuminate

2



Figure 1.2: (a) Schlieren image of a lighter utilizing a vertical knife edge. (b)
Retro-reflective shadowgraph of a candle.
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with microsecond exposures. In addition all components of the system can be
easily damaged by explosive fragments. This fragility and the limited test sec-
tion size, limit the explosive articles that can be imaged within a shadowgraph
system without damaging components.

Figure 1.3: Diagram of rod mirror retro-reflective shadowgraph system with light
ray paths shown.

1.2.3 Background Oriented Schlieren

Background oriented schlieren (BOS) is a modern refractive imaging tech-
nique that visualizes refractive objects via their distortion of a distant background
[8]. BOS has a lower resolution and sensitivity than schlieren or shadowgraph
but has no limitation on the area it can image. The phenomenon that BOS uti-
lizes was first noticed by Schardin in 1942 but was not until 60 years later that the
digital imaging and image processing technology ideal for the modern technique
was commonly available [3, 9]. The modern BOS technique was simultaneously
developed by Dalziel et al. [10] and Meier [11] in 1998-1999.

An advantage of BOS systems are their simplicity in setup. The two re-
quirements for a BOS system are a camera at a fixed location and a background
opposite the camera. BOS systems typically utilize a speckled background to
provide the high contrast and spatial frequency needed. The speckle pattern was
either applied with dye or paint or projected with a laser system [8]. It was later
shown by Raffel et al. [12], Kindler et al. [13], and Hargather et al. [14] that many
naturally occurring landscapes contain sufficient spatial frequency to be used as
a background for BOS images. The camera is used to record a reference image of
the background, then a refractive object is then placed in the field of view of the
camera as is shown in Figure 1.4. The location of the object is an important factor
in the sensitivity of the BOS system. The sensitivity of the system is defined as
the minimum angle ε, in Figure 1.4, or the smallest density gradient the camera
is able to detect [14, 15]. The exact sensitivity can be calculated using Equation
1.1:

ε = d/(L − τ) (1.1)
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in which ε is the sensitivity or smallest angle of refraction the system can
detect, d is the apparent feature shift, L is the distance from the background to
camera and τ is the distance from the refractive object to the camera [2, 16]. The
sensitivity of a BOS system can be generally improved by minimizing the ratio
τ/L while keeping the object and background in clear focus [2]. In practice it
has been found that a τ/L = 0.5 gives the optimum sensitivity and performance
[15]. With the object in the field of view, the camera records a second image.
The density variation within the field of view will cause the apparent location of
features in the background to shift.

Figure 1.4: Diagram of typical BOS system with light ray paths shown.

There are multiple methods that can be used to detect and quantify the
background shift between the two images and generate BOS images. The first
method used to process BOS images uses particle image velocimetry (PIV) algo-
rithms [8, 17]. PIV programs use cross correlation algorithms to detect and quan-
tify the movement of tracer particles between images. From an image process-
ing standpoint PIV processing is equivalent to BOS processing. For this reason
PIV programs can be used to process BOS images with little to no modifications
[18]. This method produces BOS images that show the shape and structure of
the refractive object as well as quantify the direction and magnitude of the pixel
displacement and is optically equivalent to a schlieren image [13]. The cross cor-
relation method does have inherent drawbacks such as a reduction in resolution
and high computational time.

A later developed method for BOS processing is image subtraction. Im-
age subtraction compares the pixel intensities between the two images to detect
refractive disturbances [14]. This method has higher resolution and lower com-
putational time than the cross correlation method because it is performed on a
pixel-by-pixel basis, but is unable to determine the magnitude or direction of
the pixel displacement. BOS image subtraction was first used to study explosive
shock waves in 2008 by Sommersel et al. [19]. The BOS image subtraction pro-
cess was then improved for shock wave detection by Mizukaki et al. [20], and
Hargather et al. [14]. This technique has be used to study explosive shock waves
from charges ranging from 10−3 kg to 103 kg [14].
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1.3 Three-Dimensional Feature Reconstruction

Three-dimensional reconstruction combines information from two-dimensional
images to determine the position of features in three-dimensional space. The ori-
gin of this technique is stereoscopy, which was developed in the mid nineteenth
century [21]. Stereoscopy relies on the human brain to merge two slightly differ-
ent flat images into a single three dimensional image. Each eye is shown a slightly
different image with a stereoscope and the brain uses the difference in perspec-
tive to determine the distance to the object. This technique has mainly been used
in entertainment and is still used in modern movie theater 3D glasses. A major
military application of stereograms was in analysis of surveillance photographs
[22]. This changed with the advent of modern computing technology [23].

Volumetric pair-wise feature matching uses matched features within stere-
ograms and determines their location in three-dimensional space [24]. This tech-
nique was developed in 1976 by Marr and was largely based on how the hu-
man brain was thought to processes stereograms [23]. A modern iteration of the
method begins by using a geometric camera calibration to determine the intrin-
sic and extrinsic parameters of the cameras [25]. Intrinsic camera parameters
are those which are specific to each camera system, such as lens distortion and
pixel size, while extrinsic parameters relate two camera systems. The camera
calibration algorithm uses matched images of a calibration target with known
dimensions, such as a checker board pattern, to determine the internal optical
characteristics of each camera as well as the three-dimensional position and ro-
tation of the cameras relative to each other [26]. The reconstruction method then
finds a large number of unique points in each image [27]. A feature matching al-
gorithm then finds matched points between the stereograms and using the cam-
era parameters determines each point’s location in three-dimensional space [25].
The resulting output is a list of points in three-dimensional space that define the
scene. This method works well for finding and tracking unique objects in the
cameras’ shared field of view. This technique has been used to track ballistic
objects and explosive fragments. When used with refractive imaging this tech-
nique can track the location of individual refractive objects but cannot define the
objects’ three-dimensional shape [28].

Using the volumetric visual hulls method the three-dimensional shape
and structure of refractive objects can be determined. Tomographic BOS was
first proposed in 2000 by Raffel et al. [12] and then demonstrated three years
later by Klinge et al. [28]. The technique used a stereographic BOS system to de-
tect vortices and then used volumetric feature matching to determine their three-
dimensional location. This idea was expanded on by Atcheson et al. to use the
visual hull method to reconstruct entire flow fields [29]. Visual hull reconstruc-
tion, first described by Martin et al., breaks each camera view into two regions,
one containing the object and the other the background [30]. The areas describing
the object in each camera view is then projected into three-dimensional space so
that their intersections form a hull [24]. The resulting inferred visual hull is an
approximation that contains the original object. The greater the number of views
used to generate the hull, the better it approximates the original object. It was
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later shown that the visual hull method could be used to reconstruct the flow
field of gas jets [29, 31, 32]. To date, the visual hull method has not been applied
to reconstruction of explosive shock waves.

1.4 Shock Wave Propagation in Air

The scaled time radius curve of a shock wave is a fundamental property
of an explosive material. The idea that explosive effects scale with the cube root
of explosive mass dates to 1915 [33]. Thirty years later in 1944 this idea was
expanded by Sachs to include effects of atmospheric conditions [34]. The Sachs’
scaling equations are defined as:

Rs =
R
S

(1.2)

ts =
ct
S

(1.3)

S = (
W0

W
)

1
3 (

101.325
Patm

)
1
3 (1.4)

c = (
T

288.16
)

1
2 (1.5)

where T is the atmospheric temperature in Kelvin, Patm is atmospheric
pressure in kPa, W is the mass of an explosive article and W0 is the reference mass.
These are used to determine the scaling factors S and c [35]. These scaling factors
can be used to estimate an explosive’s effects, such as the shock radius Rs and
time ts, from a single reference test. Sachs’ scaling has been shown to hold over a
wide range of explosive masses ranging from 10−6 kg to 106 kg [35]. This scaling
also allows the influence of atmospheric conditions to be removed so tests can be
reported at standard temperature and pressure (STP, Patm = 1 atm, T = 298 K).

An important characteristic of an explosive is the time radius curve of the
shock wave. Historically this profile has been reported graphically or as a large
table. In 1971 Dewey proposed using the least squares method to fit the radius
of a shock wave to a parametric equation [36]. This empirically derived equation
was written so that the shock wave would have a defined initial radius A and its
velocity would decay to a defined velocity B at infinite time. The modern version
of the equation, given by:

Rs = A + Ba0ts + Cln(1 + a0ts) + D
√

ln(1 + a0ts) (1.6)

is written so that by setting B = 1, the shock wave decays to the speed of
sound in ambient conditions, a0 [37]. The parameters A, C, and D are determined
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by fitting the shock radius time data to the equation using a non-linear regression
[35]. When reporting these parameters it is important to also report the range
over which they were determined. This is done to prevent extrapolating the data
into areas where it may not be valid, as with this multi-parameter curve fit, non-
physical results are easily found outside the range of data. An advantage of this
method is that the Dewey equation can be differentiated, with respect to time to:

dRs

dts
= Ba0 +

Ca0

1 + a0ts
+

Da0

2(1 + a0ts)
√

ln(1 + a0ts)
(1.7)

This equation can be used to plot Mach number as a function of radius by
parametrically varying time in the two equations.

The overpressure across a shock wave is given by:

P2

P1
=

2γ(M2 − 1)
γ + 1

(1.8)

where γ is the ratio of the specific heats for the gas in which the shock is
propagating, P1 is the atmospheric pressure, P2 is the absolute pressure after the
shock wave, and M is the normal Mach number of the shock wave [38].

If the shock wave reflects from a rigid surface the overpressure is increased
above this baseline. Shock wave reflections can be categorized into 3 groups:
normal, oblique, and Mach reflections. A normal reflection is caused when a
shock wave impinges on a surface that is perpendicular to its direction of travel.
A second reflected shock is then formed and propagates opposite the original
direction of travel. The overpressure generated by these two shock waves is given
by:

Pover

Patm
=

[(3γ − 1)M2 − 2(γ − 1)][2γM2 − (γ − 1)]
(γ2 − 1)M2 + 2(γ + 1)

(1.9)

[38]. An oblique shock reflection is caused by a shock impinging on a
surface at an angle less than perpendicular. The overpressure generated by an
oblique reflection can be simply determined but requires knowing the Mach num-
ber of the incident and reflected shock [38]. When a shock wave impinges on a
surface at a grazing angle it can form a Mach reflection. The conditions for Mach
reflections are outside the scope of this work but discussion of the topic can be
found in [39].

All of these reflection types can be observed when a charge is detonated
offset from a flat surface. When the explosive shock wave first reaches the surface
it will cause a normal reflection. This point will experience the highest overpres-
sure on the surface. As the shock wave expands the reflection will become an
oblique reflection. As the shock continues to expand the reflection type can tran-
sition to a Mach reflection. Because the highest overpressure will be generated by
a normal reflection it is desirable to estimate the normal reflection overpressure
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at any point, which can be calculated with Equation 1.9 by knowing the Mach
number. Thus by knowing the shock Mach number throughout a field the over-
pressure and normal reflected overpressure at any location can be determined.

1.5 Goals of Current Research

The present research is focused on developing a set of techniques that can
be used to study the three-dimensional shock wave propagation from explosive
tests. As discussed above, previous research has been limited to one or two-
dimensional analysis, which assumed a large degree of symmetry. To expand on
this prior work, the goals of this research can be summarized as:

• Develop an automated approach to detect shock wave locations in back-
ground oriented schlieren (BOS) images

• Characterize the three-dimensional shape of explosively driven shock waves

• Generate time resolved three dimensional reconstructions of shock wave
propagation
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CHAPTER 2

EXPERIMENTAL METHODS

A test series was conducted at the Energetic Materials Research and Test-
ing Center at the New Mexico Institute of Mining and Technology to investigate
shock propagation from explosions. Four individual field experiments were per-
formed, each imaged with a multiple camera BOS system to allow reconstruction
of shock wave propagation in three-dimensions.

2.1 Experimental Setup

The explosive charges used to generate the shock waves were 113 g (0.25 lb)
C4 initiated with an RP-83 detonator. The details of each test are listed in Table
2.1. The components of each charge were assembled and affixed to a wooden
table located in the middle of the open test pad. Figure 2.1 shows the steel frag-
mentation disk used in test 2 and 3 and how it was assembled into the explosive
article. The detonator was triggered by an FS-17 fire set. The fire set sent a si-
multaneous signal to a Stanford Research Systems delay/pulse generator, which
then sent a common TTL trigger signal to each of the high speed cameras.

Four high speed cameras were used in the test series and their locations
are shown in Figure 2.2 and given in Tables 2.2 and 2.3. Figure 2.3 shows how the
coordinate system used to describe the camera locations is defined relative to the
master camera. The cameras were arranged in two configurations, configuration
A had spread the cameras over a wider range of angles to provide more diverse
views of the bare explosive while configuration B had the cameras closer together
to better image the fragment producing shots. Two Phantom V711s were placed
at a similar elevation to the explosive charge and were labeled as ”master” and
”camera 2”. These cameras recorded images with a resolution of 912x704 pixels.
Two Photron SA-X2s were placed at elevated positions and were labeled cameras
3 and 4, respectively. The SA-X2s recorded images at 1024x1024 pixels. All cam-
eras recorded at 10,000 frames per second (fps). The exposure of each camera was
set to provide well balanced images and ranged from 3 µs to 6.3 µs. Each camera
was supplied with an IRIG timing signal for time stamp and synchronization.

To delay ground shock reflections, the charges were elevated 0.9 meters (3
feet) from the ground by small wooden tables. A plywood wall was constructed
to allow visualization of shock wave reflections from a rigid surface in the field
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of view. The plywood reflecting wall was 1.2 meters wide by 2.4 meters tall (4
feet by 8 feet) and was placed between 1.37 meters (54 inches) and 4.5 meters (15
feet) from the charge. Two pencil style pressure probes, PCB Model 137B2XB,
were place on either side of the reflection wall and equidistant to the charge as
the reflection wall.

Figure 2.1: (a) The steel fragmentation disk comprised of 31 hexagonal steel frag-
ments secured within a ring used in tests 2 and 3. (b-c) The explosive configura-
tion used in tests 2 and 3. The steel fragmentation disk is opposite the detonator.
The article is held in a foam stand and the entire assembly is secured to the table
with tape. Tests 1 and 4 had the same arrangement of the explosive, detonator,
and foam mounting.
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Figure 2.2: Diagram of camera configuration A. Shown are the high speed cam-
eras and the charge table with the reflection wall behind it. The pencil style pres-
sure probes are on either side of the reflection wall. The cameras, pressure probes,
explosive charge and reflecting wall are at scale but the distances between items
is shown at quarter scale. A 10 meter scale bar is shown at the bottom at the
quarter scale.

12



Figure 2.3: Diagram of the coordinate system that the stereo camera calibration
algorithm uses to define the location and rotation of the cameras. The camera
shown is the master camera, which is located at the origin of the coordinate sys-
tem. The coordinate system in this work used a 1-2-3 (or x-y-z) rotation matrix.
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Table 2.1: Summary of tests series.

Test Number Charge Charge Configuration Camera
Configuration

1 113 g C4 Bare Charge A
2 113 g C4 Steel Fragment Disk B
3 113 g C4 Steel Fragment Disk B
4 113 g C4 Acrylic Fragment Sheet B

Table 2.2: Summary of camera relative position for camera setup A.

Camera X position Y position Z position ω ϕ κ
(m) (m) (m) (degree) (degree) (degree)

Master 0 0 0 0 0 0
2 −4.9 0.1 4.5 −3.2 −18.2 2.1

±0.1 ±0.03 ±0.2 ±0.4 ±0.7 ±0.1
3 7.2 7.2 22.4 −5.9 33.5 −4.0

±0.5 ±0.5 ±0.5 ±1.0 ±1.5 ±0.4
4 7.7 4.2 21.2 −14.1 35.4 −1.6

±0.2 ±0.3 ±0.3 ±0.8 ±0.4 ±0.3

Table 2.3: Summary of camera relative position for camera configuration B.

Camera X position Y position Z position ω ϕ κ
(m) (m) (m) (degree) (degree) (degree)

Master 0 0 0 0 0 0
2 −5.8 −0.1 0.4 −1.4 −22.9 4.1

±0.1 ±0.01 ±0.1 ±0.3 ±0.2 ±0.1
3 −4.8 5.1 18.7 −12.6 −26.1 7.1

±0.1 ±0.2 ±0.2 ±0.4 ±0.4 ±0.2
4 −4.3 5.7 12.2 −7.6 −9.3 0.7

±0.1 ±0.1 ±0.3 ±0.4 ±0.4 ±0.1
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2.2 Synchronizing

A source of error when performing multi-camera reconstructions is the
difference in time between when each camera starts to record an image. The pro-
cess of configuring the cameras to take images simultaneously is referred to as
camera frame synchronization. Phantom and Photron high speed cameras have
an internal system to synchronize multiple cameras. This system works by the
user selecting a master camera. The master camera uses an internal crystal oscil-
lator to generate the desired frame rate. The internal signal is used to drive the
master’s frame cycle. The internal signal is also converted to a “frame sync clock
pulse”, which is supplied to an external port. This TTL pulse signal is high when
the master camera’s digital shutter is open. The signal goes low when the mas-
ter camera finishes recording its image. This signal is sent to the other cameras
via a Bayonet Neill-Concelman (BNC) cable. The other cameras match opening
their digital shutter to the start of the TTL signal. The result is all cameras’ digital
shutters opening at the same instant and closing based on their own exposure
time. This system works well but has multiple limitations. The maximum dis-
tance between the two furthest cameras must be under 10 meters (33 feet) [40].
This may not be a problem in a laboratory setting but field testing often utilizes
much larger camera separation. The system also cannot synchronize more than
four cameras [40]. Most commercial high speed camera manufacturers have a
system like this in their cameras. Despite this it can be difficult to synchronize
cameras across different manufacturers.

There are few options if using the on-board camera synchronization sys-
tem is not possible. The simplest option is to not synchronize the cameras. Each
camera will uses its own internal oscillator to determine when it opens its digi-
tal shutter. The camera will then close its shutter based on its exposure setting.
This results in an unknown frame delay between cameras, even with a common
trigger signal. The maximum of this delay is the inverse of the frame rate. At
10,000 fps the maximum possible delay is 100 µs. This was determined to be an
unacceptable amount of error for this test series.

A more technically challenging synchronizing method is to supply each
camera with a independently generated timing signal. This method uses a pulse
generator to make the desired timing signal. Cables of equal length are then used
to supply the signal to the cameras. The initial signal must be quite strong since
the signal is being divided among several cameras. For this reason a signal am-
plifier might be required. This method will result in frame delays at or below that
of the manufacturer’s method. It will also allow for greater separations between
cameras. The added equipment and possible complications made this method
too challenging for this test series.

The method chosen for this test series was to use inter-Range Instrumen-
tation Group time codes (IRIG time codes) to synchronize the cameras. This
method utilizes a IRIG receiver/clock to obtain precise time from an outside
source. The IRIG receiver then supplies a timing signal to each of the cameras.
Each camera then uses the timing signal to select when it opens its digital shutter.
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Table 2.4: List of the IRIG time at which first light is recorded by each camera.
The time recorded by each camera within a test was identical to the millisecond
so only the microsecond portion of the time stamp is reported.

Camera: Test 1 (µs) Test 2 (µs) Test 3 (µs) Test 4(µs)
Master 704 104 904 107
2 707 107 907 104
3 703 166 853 092
4 713 135 909 139

The timing signal can also be used to stamp a time code to the images. The IRIG
time first light from the explosion was recorded by each camera from each test is
listed in Table 2.4. The maximum difference in time between the cameras within
a test was 62 µs. This method reduces the delay over un-synchronized cameras
without the added complexity of using a signal generator.

2.3 Camera Calibration Techniques

Camera calibration is used to relate the images taken with a digital camera
to the physical objects they record. There are two types of camera calibration used
in this work: single camera calibration and stereo camera calibration. Single cam-
era calibration techniques are used to determine the size of refractive objects in
BOS images. Stereo camera calibration techniques are used to determine the posi-
tion and orientation of cameras relative to each other, and the three-dimensional
reconstruction of the shock propagation. Both single and stereo camera calibra-
tion can be calculated by analyzing images of checker board patterns, which is
shown in Figure 2.4.

Single camera calibration techniques allow for measurements to be made
in a single plane. A MATLAB script was written to preform these calibrations.
This script analyzed images of a checkerboard pattern similar to Figure 2.4. The
dimensions of the checkerboard pattern were entered and the corners of the checker-
board pattern automatically detected. The algorithm then determined a pixel
per length calibration value for each pair of corners. The statistical frequency of
the calibration values were determined and plotted. If the calibration board was
tilted out of the correct plane the distribution of calibration values would skew.
As a result only frames that produced a normal distribution of calibration values
were accepted. Figure 2.5 shows a plot of statistical frequency of the calibration
values that was acceptably close to a normal distribution. The statistical charac-
teristics of each camera calibration were calculated and are listed in Tables 2.5 and
2.6. The mean calibration value is used to make measurements within the plane
the calibration was taken; two standard deviations from the mean was used as
the uncertainty in each calibration value.
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Figure 2.4: Image of checker board with 5 inch squares used to generate single
and stereo camera calibrations.

A single camera is not able to determine the distance between the camera
and a plane. Thus, it is not possible to correct measurements for perspective
shifts due to a changing measurement plane. In this BOS system the shock wave
is assumed to be imaged in a fixed plane. Since the background is sufficiently far
behind the object, the diffuse light coming from the background was assumed to
be effectively parallel and thus the shock wave is visualized in a single plane that
is perpendicular to the camera axis that contains the shock source. For this reason
the system is calibrated in the plane that contains the shock source.
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Table 2.5: The statistical characteristics of calibration values found for camera
configuration A.

Master Camera 2 Camera 3 Camera 4
Mean
(pix/mm)

0.1115 0.0815 0.1140 0.1102

Median
(pix/mm)

0.1118 0.0815 0.1141 0.1102

Minimum
(pix/mm)

0.1073 0.0796 0.1124 0.1092

Maximum
(pix/mm)

0.1148 0.0838 0.1155 0.1114

Standard
Deviation
(pix/mm)

0.0015 0.0009 0.0006 0.0004

Table 2.6: The statistical characteristics of calibration values found for camera
configuration B.

Master Camera 2 Camera 3 Camera 4
Mean
(pix/mm)

0.1067 0.1448 0.1099 0.1194

Median
(pix/mm)

0.1068 0.1445 0.1100 0.1193

Minimum
(pix/mm)

0.1046 0.1378 0.1077 0.1182

Maximum
(pix/mm)

0.1088 0.1574 0.1119 0.1209

Standard
Deviation
(pix/mm)

0.0008 0.0024 0.0008 0.0006
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Figure 2.5: The statistical frequency of calibration values from the Master camera
in configuration B.

Stereo camera calibration techniques are used to determine the internal
and external parameters of 2 cameras in an imaging system. In this work stereo
camera calibrations were processed by MATLAB’s Stereo Camera Calibrator [25].
An example calibration is shown in Figure 2.6. This method required two cam-
eras to image a checkerboard pattern simultaneously as it is moved and rotated
through the shared field of view of the cameras. One frame used for calibra-
tion is shown in Figure 2.4. The algorithm extracts the position of the corners
of the squares in the checker board pattern in each frame. It then compares the
location of the squares in each camera’s field of view with the known size of the
squares. This data is then processed into a series of parameters and uncertainties
that describes the translation and rotation from one camera to the other [25]. The
translation between cameras is given as a 3 element matrix from camera 1 to cam-
era 2 in the units used to define the checkerboard pattern. The rotation of camera
2 relative to camera 1 is given as a 1-2-3 rotation matrix of size 3-by-3. The Euler
angles can be extracted from the rotation matrix by using:
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m11 = cosϕcosκ (2.1)

m12 = sinωsinϕcosκ − cosωsinκ (2.2)

m13 = cosωsinϕcosκ + sinωsinκ (2.3)

m21 = cosϕsinκ (2.4)

m22 = sinωsinϕsinκ + cosωcosκ (2.5)

m23 = cosωsinϕsinκ − sinωcosκ (2.6)

m31 = −sinϕ (2.7)

m32 = sinωcosϕ (2.8)

m33 = cosωcosϕ (2.9)

where ω, ϕ, and κ are the elementary rotations around the x, y, and z axis
respectively, and mab is the matrix value at location (a, b) [26].

The MATLAB Stereo Camera Calibrator can be used to calibrate a group
of more than 2 camera but not in a single operation. To calibrate a large group of
cameras, the cameras must share a field of view. The camera with the most com-
mon view is selected as the master camera. A series of calibrations is then run
between the master camera and the remaining cameras one at a time. This pro-
duces a series of parameters, which are listed in Tables 2.2 and 2.3, which describe
the location and rotation of the cameras with respect to the master camera.
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Figure 2.6: Example calibration using MATLAB’s stereo camera calibrator. The
image pairs used to generate the calibration are shown in the left. An example
image is shown center where the checker board pattern has been detected in the
image pair. Bottom center displays the mean projection error for each image pair.
Bottom right shows the calculated camera locations.
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2.4 BOS Image Processing

When a refractive object, such as a shock wave, is in a field of view it dis-
torts the appearance of the background. If a digital camera records an image
before and after the refractive object is in view it will record the background dis-
tortion. If the background is a random pattern of appropriate size, the distortion
will be recorded as a change in the pixel intensities. The distortion can be diffi-
cult to detect by the human eye. Figure 2.7 a and b are images recorded without
and with a shock wave in the field of view. The images are processed using BOS
image subtraction techniques here to identify the shock wave locations.

The BOS processing technique of image subtraction is used to improve
detection of refractive objects. In this work, the technique is used to compare
two images from a static camera at different times. The two images selected will
be a reference image, referred to as a cold image, and the image which is being
analyzed, or hot image. In the image subtraction process used, the values of the
pixels in the cold images are compared on a pixel-by-pixel basis from the pixel
values from the hot images:

pic(x, y) =
[hot(x, y)− cold(x, y)]2

hot(x,y)+cold(x,y)
2 + 1

(2.10)

where hot(x, y) is the value of a pixel at location x,y in the analyzed image,
cold(x, y) is the value of a pixel at the same location in the reference image, and
pic(x, y) is the value recorded for that pixel location in the new image [15]. Any
pixels which have not changed between the two images will result in a value of 0
or a black pixel in the new image. The value of any pixel change will be used to
determine the brightness of the pixel in the new image. The greater the resulting
value, the brighter the pixel will be in the new image. When imaging refractive
objects, the magnitude of change in pixel values tends to be small. The resulting
image has too low contrast to be visible. Histogram stretching is manually per-
formed on each image to make the shock wave more visible. The values used in
each histogram stretch is experimentally determined to produce an image with a
clearly visible shock wave with minimal background noise.

The image subtraction method can be optimized for shock wave tracking
by careful selection of the reference image. In traditional BOS, the reference image
is taken before the event. The resulting image shows everything that has changed
since detonation including the fireball, changes in lighting due to the fireball, lens
glare, fragments, and the shock wave. Figure 2.7c is created by comparing an im-
age during test to a pre-test image. In this image the shock wave is difficult to
detect through the noise created by the flare of the fireball. One method to reduce
this noise is to use the previous image as the reference image. This method, re-
ferred to as sequential image subtraction, shows only high velocity features such
as fragments and shock waves that have changed in the time between frames and
does not show slower objects such as the fireball. This method also increases the
apparent density with which the shock wave is visualized. This makes detection
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of the shock easier without changing the location of the shock front. The differ-
ence made by selection of a proper reference frame can be seen in the difference
between 2.7c and d. These images have been processed using the same method
except that d used sequential subtraction.

Figure 2.7: (a) Reference image before detonation. (b) Hot image 4 ms after det-
onation. (c) BOS image created by image subtracting (a) and (b). (d) BOS im-
age created by image subtracting (b) and its previous high-speed frame, here
recorded 0.1 ms earlier.

2.5 Reconstruction

A three-dimensional reconstruction of a shock wave can be generated from
multiple two-dimensional refractive images. The first step in generating this re-
construction is to record a shock wave in multiple BOS systems. Each BOS system
recorded a single plane of the shock wave. To record a sample set diverse enough
to avoid bias the cameras should be spread out over a large arc, such as is shown
in Figure 2.8. Once the shock wave has been recorded and processed into BOS
images the location of the shock wave in each image must be determined. The
process of detecting the shock wave location is covered in detail in Section 3.3.
The shock wave locations must then be converted from pixel units to real units.
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This conversion is done by dividing the pixel measurements by the pixels per
length calibration value found for that camera. At this point each camera has
generated a single plane reconstruction of the shock wave. This plane is centered
at the shock wave source and perpendicular to the camera. The angles between
the planes visualized by each camera is equal to the angles between the cameras,
which is measured by the stereo camera calibration and reported as a rotation
matrix. This is shown as a two dimensional schematic in Figure 2.8. The single
plane reconstruction is rotated about the shock wave source by multiplying the
matrix of shock wave locations by the rotation matrix. This shifts each two di-
mensional reconstruction into three dimensions. The shock locations from each
camera are then combined into a single three dimensional reconstruction. This is
done by overlaying the points from each reconstruction into a single point cloud.
A surface can then be fit to the point cloud. In this work, the surface was calcu-
lated to be a sphere using an open source MATLAB script [41]. This process is
then repeated for each frame recorded of the shock wave expansion for the bare
charge in Test 1. Tests 2-4 are not fit with any surface as significant asymmetries
in the shock surface were identified due to the fragments included in the blast.

Figure 2.8: Schematic of the angles at which the cameras view the shock wave
and the planes in which the shock wave is visualized for camera orientation B.
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CHAPTER 3

AUTOMATED SHOCK DETECTION

Once refractive images have been generated there are two methods to ex-
tract the location of the shock wave, manual and automated point detection.
Manual point detection relies on a user to identify and select the location of a
feature. This method can be quickly implemented but is impractical for large
data sets. Automated point detection uses an understanding of the underlying
physics to identify the location of the shock in each frame. Automated point de-
tection is able to process large data sets efficiently and effectively, and a routine
for automated detection was developed and implemented here.

3.1 Manual Point Detection

Manual point detection employs a user and prior experience and knowl-
edge to determine the location of a shock wave in an image. This method can
be implemented quickly and required few lines of code. As a result it was used
as a first approach to detect shock waves. A simple MATLAB routine was writ-
ten to facilitate manual detection. In the routine, the user manually clicks on
locations to be identified as the shock front. The largest problem is that it is a
non-transferable method. Since the method relies on a user’s prior experience
and knowledge it cannot be transferred to a new user without training. Even af-
ter training there may be statistical bias between users. This method is also not
efficient for processing large data sets due to the large time commitment required.

To study the reliability of manual detection, it was used to measure a circle
of known size. A circle with a diameter of 7.62 cm (3 inch) was printed on paper
and fixed rigidly in the field of view of a Phantom V711. An image of the circle
was recorded and is shown in Figure 3.1. The camera was calibrated with the
single camera calibration method and the manual detection script was used to
select the edge of the circle at 37 points. The data was analyzed and the statistical
characteristic of the measured radius and the difference between the measured
radius and the true radius is listed in Table 3.1. The statical frequency plot of
the data is given in Figure 3.2 and shows that the data does not fit a normal
distribution. The mean error, in pixels plus one standard deviation, gives an
uncertainty of 2 pixels in the measurement, which was used as a baseline against
which the automated code was compared.
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Figure 3.1: A circle, printed on copy paper, with a diameter of 7.62 cm (3 inch)
and rigidly fixed in the field of view. This image was used to test the manual
point detection.

Table 3.1: Statistical characteristics of manual detection data.

Mean Median Minimum Maximum Standard
Deviation

Measured Radius
(cm)

3.82 3.82 3.71 3.96 0.07

Difference between
measured and true
(pixels)

0.33 0.14 -2.23 3.53 1.52
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Figure 3.2: The statistical frequency of the radius values found with the manual
detection method.

3.2 Criteria for Shock Wave Detection

Detection algorithms utilize a set of criteria to select the desired target from
the background noise of an image. The selection criteria used to detect shock
waves is derived from an understanding of the compressible flow that governs
shock waves. Shock waves are discontinuities that separate high pressure, high
particle velocity areas from undisturbed air [42]. From this definition the selec-
tion criteria can be derived. The uniform pressure differential across a shock
wave causes it to expand radially. The implication of this is that an un-disturbed
shock is a simple curve that can be described in polar coordinates using only a
radius. Since a shock wave is a discontinuity entering undisturbed air its leading
edge will be a step function. When imaged with a refractive imaging technique,
such as BOS, the leading edge of the shock should be a crisp arc. Because the
shock wave separates two distinct areas even after encountering obstacles the
line describing a shock wave must remain continuous. This means that all sec-
tions of the leading shock wave must be connected.

These three criteria were used to build the algorithm to select shock waves
in BOS images:

1. Shock waves sections will be a simple curve with only a singe radius, orig-
inating from a known point.
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2. Shock front will be visualized as the leading edge of the distortion.

3. All segments of the primary shock will be connected.

3.3 Design of Automated Point Detection Algorithm

Using the established selection criteria an algorithm was written to effi-
ciently search BOS images for shock waves. The primary basis of the algorithm
was the first selection criteria, the shock wave will be a simple curve with a sin-
gle radius. This was paired with the fact that in BOS images processed with the
subtraction method of Equation 2.10, refractive objects are visualized as bright
objects. The implication is that shock waves in BOS images will be a collection
of bright pixels in a band of radii. To determine radius, the location of the shock
wave source must first be identified. This is done by manually selecting the loca-
tion of the explosive article in a pre-detonation image. To reduce processing time
an initialization of the shock wave location is made. Using the initialization ra-
dius, search windows are generated for the search algorithm. Using the explosive
location as the origin, the radius of each pixel within the search window is calcu-
lated. The pixel values are summed for each integer radius value. These data are
then plotted as a histogram with the binned value on the Y axis and the radius on
the X axis. The peak of this plot defined the radius with the highest brightness.
Figure 3.3 shows that the peak occurs at the center of the shock structure. Differ-
entiating the binned data, with a numerical backwards difference method, shows
the two peaks where there is a dramatic change in brightness. The large positive
peak indicates the location of the trailing edge of the shock wave and Figure 3.4
shows that the large negative peak indicates the location of the shock front.

Figure 3.3 demonstrates the search algorithm functionality for a setup with
only five search zones. The algorithm breaks the overall shock wave arc into five
equally spaced regions, each of which is shown with a yellow box. The algorithm
sums the pixel intensities along each potential arc radius through the interroga-
tion window. The shock wave center is identified as existing at the level with
the maximum occurrence, and is then marked in each interrogation window by
a single point with the red dot. Figure 3.4 uses this same process for thirty seven
search zones but identifies the largest negative peak as the location of the shock
front. This process is repeated in thirty seven search zones to generate Figure 3.5.
This figure shows that the automated edge detection algorithm functions well
and is able to reliably detect the location of the shock front. The automated edge
detection algorithm is given in Appendix A.

To determine the accuracy of the automated detection algorithm it was
compared to manual detection and found to have similar accuracy. To determine
the true location of the shock wave in each image, a careful manual detection was
conducted on a BOS image that clearly showed the shock. Special care was taken
to ensure that the exact pixel was selected that contained the shock front. The
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Figure 3.3: (a) Shows the features used in the automated detection algorithm. The
green circle is located at the center of the shock wave. The yellow boxes are the
search zones and the red dots are the shock location found in each search zone.
(b) The histogram of intensities of the radius in the middle search box. The peak
point is shown.

Figure 3.4: (a) The results of the improved automated detection algorithm. (b) A
graph of the derivative of intensity radius data. The lowest point is shown and
taken as the location of the shock front.
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Figure 3.5: Image demonstrating the code’s ability to detect the shock front, each
red dot is a found location on the shock front.

30



time required to achieve this level of accuracy is impractical for analyzing mul-
tiple images, which is why it is specified from standard manual selection. The
image was then processed using the automated shock detection algorithm and
the locations compared. A set of locations found using the careful manual detec-
tion and the automated shock detection are shown in Figure 3.6. The difference
between the locations are plotted in Figure 3.7 and the statistical characteristics of
the difference is listed in Table 3.2. The mean error plus one standard deviation
gives an uncertainty of 2.27 pixels, which is comparable to the uncertainty found
for standard manual detection.
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Table 3.2: Statistical characteristics of the difference in the locations found with
the careful manual detection and the automated detection.

Mean Median Minimum Maximum Standard
(pix) (pix) (pix) (pix) Deviation

(pix)
0.71 0.39 -1.40 5.19 1.56

The image processing applied to BOS images prior to the automated de-
tection algorithm affects the accuracy of the algorithm. One variable in the BOS
image processing is the selection of a reference image. To study the effect that the
choice of reference image has on the accuracy of the automated shock detection
routine, five frame separations of n-2, n-3, n-4, n-5, and n-10, were selected in
addition to the initial sequential step of n-1. The first four frame separations, of
n-2, n-3, n-4, and n-5, were selected to image the shock waves with decreasing
amounts of overlap. The final frame separation, of n-10, was selected to visualize
the two shock waves with a clear separation between them. The frame at t=4.5ms
from the master camera on Test 1 was processed into a series of BOS images using
a reference image determined by the 6 frame separations. No other parameters,
such as the values of the histogram stretch, were changed between images. The
separation used to generate each image is listed at the top of Figure 3.8. The left
most image shown in Figure 3.8 was generated using the sequential processing,
which was used on the other BOS images within this work. The right most image
of Figure 3.8 shows the shock at two times visualized similar to a traditional BOS
process using a pre-event reference image. The shock is visualized as a broad
gradient that is densest directly behind the shock wave to more sparse farther
behind the shock. Comparing the furthest right and left images of Figure 3.8, the
effects of sequential imaging can be seen. In the sequential BOS image, only a
narrow but dense band is visualized from each image resulting in a uniformly
dense band visualized behind the shock. As the frame separation is increased,
moving from left to right in Figure 3.8, the shocks visualized from each image
become more separated and therefore more distinct. As the frame separation in-
creases, a larger band of each shock wave is visualized and the background noise
increases.

The BOS images used to create Figure 3.8 were processed using the auto-
mated detection algorithm and the total uncertainty for that combination deter-
mined. The identified shock locations and total uncertainty for each time separa-
tion are listed in Figure 3.9. In each case the detection algorithm located one of
the two shock fronts visualized from the two images. Which shock is detected is
randomly distributed resulting from the non-uniform background. As the shock
visualized from reference image moves away from the true shock front location
the total uncertainty, or the mean error plus one standard deviation, increases.
This can be seen in the n-2 through n-5 images from Figure 3.9. In the n-10 image
from Figure 3.9 the shock wave visualized from the reference image is outside of
the automated detection algorithm’s search area and as a result is not detected.
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Figure 3.6: This figure shows an enlarged section of a shock wave in a BOS im-
age. The locations found using the careful manual detection and the automated
detection are shown.
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Figure 3.7: Plot of the difference between the careful manual detection points and
those found with the automated edge detection method.

Figure 3.8: BOS images of t=4.5ms from the master camera generated using the
reference images noted at the top of each image. The images have been cropped
and enlarged to make differences more visible.
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The resulting total uncertainty is similar to that of the n-1 image or sequential
subtraction. Figure 3.9 shows that of the approaches studied, sequential subtrac-
tion is the optimum BOS process to use with the automated detection algorithm,
by having a high accuracy while limiting back ground noise.

Figure 3.9: BOS images generated using the reference image denoted at the top of
each image. The identified shock wave locations are shown in red and the total
uncertainty determined for each method is listed.
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CHAPTER 4

EXPERIMENTAL RESULTS AND DISCUSSION

4.1 Shock Propagation Measurements

Four high speed cameras imaged the shock wave produced by the deto-
nation of 113 g of C4. The high speed cameras were arranged with a range of
angles and at different elevations as described in Section 2.1. The images from
each camera were processed into BOS images using the methods described in
Section 2.4. The location of the shock wave was then extracted from the BOS
images using the automated detection algorithm described in Section 3.3. The
radius at each location was then calculated by applying the camera calibration
values as described in Section 2.3. The data were then processed to produce a
three-dimensional shock wave location as a function of time.

4.1.1 Analysis of Data from Single Test

A spherically-symmetric test was performed to document the ability of the
four cameras to accurately measure the same shock propagation. Test 1 in Table
2.1 used a bare charge of 113 g of C4. No fragmentation packet was attached to
the charge since the fragments would cause asymmetries in the shock wave.

The result of this test was a set of shock wave radii as a function of time
from each camera. Figure 4.1a shows the identified locations of the shock wave
from the master camera at time t=3.2 milliseconds, where t=0 is the initiation of
the detonator. The radius of these points was determined and scaled using the
single camera calibration parameter. These scaled radii are plotted as a function
of angle along with a 5% error bar in the Figure 4.1 graph. This total uncertainty
was determined by propagating the uncertainties calculated for the single and
stereo camera calibrations, which is covered in Section 2.3 and are approximately
2% and 1% respectively, and the uncertainty in the automated detection algo-
rithm, which are covered in Section 3.3, which is between 1-2% over the range of
radii examined. All of the radii found for the shock wave were effectively equiv-
alent. This indicates that over the range measured the shock wave is circular,
which is expected for a bare charge.

The radius-time graph in Figure 4.1 was expanded by including the scaled
radii from the other three cameras and is shown in Figure 4.2. This figure shows
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(a) (b)

Figure 4.1: (a) BOS image taken with master camera of Test 1. The identified
locations of the shock wave are shown as red dots. Each location is defined by the
radius r and the angle θ.(b) The radius of each of the identified locations plotted
as a function of angle. A error bar of 5% has been shown over each data point.
Note that the angle is defined from the horizontal blue line. As a result points are
defined from left to right.

that all of the identified points have an equivalent radii within error. This sup-
ports the argument that the shock wave is spherical over the measured area, be-
cause each of the rotated cross sections is circular and equivalent. This also in-
dicates that the single camera calibration procedure is functioning properly. If
the camera calibration was providing erroneous values then each camera would
have points at a different radii. The overlap in radii between cameras supports
that the error in camera calibration is within the stated uncertainty.

To examine if the identified shock wave locations remained grouped over
time, Figure 4.3a shows each shock wave location plotted at the time it was mea-
sured. The locations appear to remain grouped while the mean radius increases
with time. This matches the expected behavior of a spherical shock wave ex-
panding radially. Past t=4 ms the shock wave has expanded to the point that it
begins to exit the field of view of the cameras. As the shock leaves the field of
view of a camera, the number of locations recorded decreases until the shock is
no longer recorded by a given camera. To quantify the spread of the locations as
a function of time, the mean and standard deviation at each time were calculated
and are shown in Figure 4.3b. As expected, the mean radius increases smoothly
over time with no jumps or sudden changes in slope. Conversely the standard
deviation fluctuates with time. This indicates that the spread in the data is due to
the precision of the measurement and not the shock wave becoming more or less
asymmetric with time.

To further study the precision with which the radii were measured, the
statistical frequency of the standard deviation is plotted in Figure 4.4, with the
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Figure 4.2: Plot of the radius of each identified point as a function of angle aggre-
gated from all cameras for test 1 at t=3.2 ms.

(a) (b)

Figure 4.3: Shock wave radius as a function of time data from Test 1 showing (a)
all data points from all cameras and (b) the average radius versus time and the
associate standard deviation in the radius at each time.
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bin size determined by Scott’s rule [43]. This figure shows the standard devi-
ation of radii in Test 1 is distributed around 84 mm. This value is similar to the
previously stated 5% uncertainty applied to the early range of radii measured, in-
dicating the precision of the measurement is within the 5% is uncertainty value.
The maximum, minimum, and mean standard deviation are listed in Table 4.1.

Figure 4.4: The distribution of standard deviations of the radii at each time binned
using Scott’s rule.

Since the shock wave has been shown to be spherical it can be reasonably
described as a one-dimensional function of time and radius. To that end, the cu-
mulative radius time measurements were fit to the Dewey equation, Equation
1.6. The resulting fit and fitting parameters are shown in Figure 4.5 and listed
in Table 4.2. These parameters can be used to describe the shock wave’s posi-
tion and velocity within the area measured. Because the Dewey fit is taken over
so many points the uncertainty stemming from the automated point detection
algorithm is effectively reduced but the error originating in the single camera cal-
ibration is unaffected. The uncertainty in these values is thus taken as equivalent
to the uncertainty in the single camera calibration, which is approximately 2%.
As the shock wave expands, the number of shock locations recorded at each time
decreases. The low number of recorded locations biased the fitting parameters
resulting in non-realistic results. To remove this bias effect, only the times where
a majority of the shock wave was visualized by each camera were fitted to the
Dewey equation. To determine the exact cut off time, the angle over which the
shock wave was visualized in each frame was compared to the angle from the
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first measured frame. The time at which the ratio dropped to 0.5 or below was
used as the cut off. This time is denoted in Figure 4.5 as the vertical black line.

Figure 4.5: The Dewey curve fit is shown over a plot of the radius of each iden-
tified point as a function of time from each camera for Test 1. The black vertical
line indicates the time below which was fit to the Dewey equation. The Dewey
curve fitting parameters are also shown.

4.1.2 Fitting Data to Three Dimensional Surface

The shock wave location data were fit to a three dimensional surface that
describes the shock wave. Figure 4.6 a-d show the identified locations in each
camera view at time t=5 ms. These two-dimensional locations were then rotated
with the respective rotation matrix to match the camera rotation found using the
stereo camera calibration. The shock wave locations from each rotated camera
view are then merged into a single point cloud for each time. Figure 4.6e shows
a point cloud from Test 1 with the points from each camera labeled. The figure
shows how each camera defines a single plane of the shock wave. The entire
point cloud was then processed by a sphere fitting algorithm into a spherical
surface [41], which is shown in Figure 4.6f. This geodesic sphere is centered at
the origin, which is the pre-test location of the explosive, and generated from the
radius found using the sphere fitting algorithm.
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When the radii determined by the sphere fitting algorithm is compared to
the radii determined by the Dewey curve fit there was found to be a difference
ranging from 0.7% to 3.4%, with the a mean difference of 1.0%. The discrepancy
between the two methods is attributed to the different data sets they are fitting.
The sphere fitting algorithm determined the best radius for each time whereas
the Dewey curve fit is fitting a single continuous curve to the radius across all
times. Since the Dewey method is fitting across a wider range it minimizes the
effect of individual measurements producing a more consistent radius. In this
limited case, of a spherical shock wave, the Dewey curve fit is the better method
to determine the radius but is not a valid method for reproducing elliptical or
asymmetric shock waves. In these cases the points from an individual frame
would need to be fit to a surface of a given shape.
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Figure 4.6: (a-d) BOS images of Test 1 at t=5 ms taken from cameras Master, 2, 3
and 4, respectively. The identified points are shown plotted on each BOS image.
(e) The point cloud generated by rotating each of the above found points with
the rotation matrix determined with the stereo camera calibration. (f) The surface
found by applying the sphere fitting algorithm to the point cloud.
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4.1.3 Analysis of Data from Multiple Tests

The procedure outlined in section 4.1.1 was used to analyze the remaining
tests outlined in Table 2.1. Figure 4.7 a-d shows the BOS image from the master
camera 3.2 ms after detonation for each test. The identified shock locations from
each image are plotted as a function of angle in Figure 4.7 e-h. Test 2 contained
steel fragments, and the bow shock from these fragments distorted the primary
shock from the explosive, causing it to elongate. This effect can be seen in Figure
4.7b as the shock wave stretching to the left. This distortion can be seen in Figure
4.7f as the upwards trend in radius as the angle increases past 100 degrees.

Test 3 used the same type of steel fragments as Test 2 but did not expe-
rience the same level of shock wave distortion. Figure 4.7c shows the shock is
slightly distorted on its left side. This distortion made it difficult to visualize the
shock wave and to measure the shock location. As such it appears that the shock
wave is not distorted much. Figure 4.7g shows that the area of the shock that was
well visualized was radially symmetric, but note that the measurements are over
a more limited region and it is not expected that the entire shock is symmetric.

Test 4 contained acrylic fragments, which caused very large distortions in
the visible shock wave. Figure 4.7d shows how the shock was formed into a large
ellipse which results in the upward-facing curve of the radius angle data in Figure
4.7h.

Despite the fact that each of these test used the same type and amount of
explosive, each test produced very different shock waves as a result of including
the fragmentation devices. Significant variation was even observed in the two
Tests (2 and 3) that used the same fragmentation device. This figure shows the
ability of the presently-developed reconstruction techniques to detect and mea-
sure asymmetries in shock waves. It also demonstrates why the assumption of a
symmetric shock wave is not valid in many explosive tests.

One measure of the asymmetry of a shock wave is the standard deviation
of its radii, with larger standard deviations indicating greater asymmetries. The
standard deviation at each time for the tests was calculated and the statistical
properties listed in Table 4.1. The two tests that were radially symmetric over
the area measured, Test 1 and 3, have radii that are spread over a narrow band,
which can be seen in Figure 4.7e and g. As a result they have low mean standard
deviations of 84 and 101 mm, respectively. Tests 2 and 4 had asymmetric shock
waves, which caused their radii to be spread out over a larger band, which is
shown in Figure 4.7f and h. Test 4 had the most asymmetric shock, which can
be determined by noting it has the highest standard deviation of 222 mm. In
examining Figure 4.7, Test 2 appears to actually have the most asymmetric shock
wave, but the shock wave is not being detected over the entire field of view. The
shock wave in Test 4 is more clearly identified throughout the imaging area, with
identified points across the entire shock front. The statistics are based on all of
the identified shock wave points, so Test 4 results in a larger standard deviation
even though the images show differently. The standard deviation and symmetry
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Figure 4.7: This compares all tests at t=3.2 ms. (a-d) are the BOS images taken
by the master camera for Tests 1-4, respectively. The identified points are shown
on each shock wave as red dots. (e-h) is the plots of the radius of each point as a
function of the point’s angle for each respective test.
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Table 4.1: List of statistical characteristics of the standard deviations of radii for
each time from each test.

Test Number Mean σ
(m)

Maximum σ
(m)

Minimum σ
(m)

1 0.0866 0.0994 0.0769
2 0.1636 0.2055 0.1196
3 0.1015 0.1449 0.0637
4 0.2220 .2572 0.1778

Table 4.2: List of parameters for the Dewey curve fit equation from each test.

Test Num-
ber

A: B: C: D: Angle
Range
(θ)

Time
Range
Fitted
(ms)

1 0.41972 1 0.29506 0.58688 0-180 15-105
3 0.12833 1 -0.17987 1.1412 20-180 15-74
4 0.51805 1 0.37013 0.45054 135-180 15-95

measurements commented on here are limited to the regions of the shock wave
that are automatically detected.

Test 1 produced a radially symmetric shock wave so it was valid to de-
scribe it using the Dewey curve fit. Test 3 did not produce a symmetric shock
but the distorted, asymmetric parts were not well visualized. The area that was
visualized was determined to be symmetric so the data were fit using the Dewey
curve fit. The time radius data as well as the Dewey curve fit and parameters are
shown in Figure 4.8 and the parameters listed in Table 4.2. Fitting a portion of
shock is a valid technique so long as the resulting parameters are only used to
describe the portion of the the shock wave that was originally measured.

Test 4 produced an asymmetric shock wave so fitting the entire shock to
the Dewey equation would not be appropriate. To compare the optical data to
pressure probe data the portion of the shock that passed over the pressure probe
was isolated. The section of the shock wave between 135 and 180 degrees was
isolated and fit to the Dewey equation. The section of the shock that was isolated
and the resulting Dewey curve is shown in Figure 4.9 and the fitting parameters
are listed in Table 4.2. Since this section is not symmetric it has a higher un-
certainty of 2.5%. The ability to characterize isolated sections of an asymmetric
shock is useful because most explosive articles do not produce perfectly spherical
shock waves. This allows the shock wave effects, which can be predicted by the
Mach-radius curve, to be established as a function of radius and angle for a spe-
cific explosive article. To this end, the fitting parameters were used in Equation
1.7 to plot the Mach-radius curve, which is shown in Figure 4.10.
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Figure 4.8: The Dewey curve fit is shown over a plot of the radius of each iden-
tified point as a function of time from each camera for Test 3. The black vertical
line indicates the time below which was fit to the Dewey equation. The Dewey
curve fitting parameters are also shown.

Figure 4.9: (a) A BOS image of Test 4 taken by the master camera. A 45 degree
potion of the shock has been isolated and the identified points in this section are
shown. (b) The points of the isolated section where plotted as a function of time
and fit to the Dewey equation. The black vertical line indicates the time below
which was fit to the Dewey equation.
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Figure 4.10: The Mach-radius curve for the sections of Test 1, 3 and 4 over the
time period they were fitted to the Dewey equation.
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4.2 Comparison of Optical and Pressure Data

In addition to optical data, pressure traces were recorded during Tests 2,
3 and 4. The pressure transducer was used to identify time of arrival and peak
overpressure behind the shock wave, as well as recording the pressure decay
and overall impulse. The optical shock tracking data is used to calculate time
of arrival from the images and peak overpressure from the shock Mach number
using Equation 1.8.

When a shock wave reaches a pressure transducer it is recorded as a sharp
jump in the pressure trace. This discontinuity can be easily detected and reported
as the time of arrival of the shock wave. The uncertainty in this time is related
to the sample rate of the oscilloscope and the sensitivity of the probe. In Test
4, the time of arrival of the shock wave at the pressure probe, which was at a
distance of 4.5 m from the center of the explosive charge, was determined to be
8.96 ± 0.01 ms from the pressure gage record.

There are two methods to determine the time of arrival using refractive
imaging. The simplest method is to review the BOS images and record the frame
number, and corresponding time, where the shock wave passes over the point of
interest. This method can be complicated if the point of interest is not in the same
plane as the plane the shock wave is visualized in. A way to avoid this three-
dimensional effect is to have a reference point that is in the plane the shock is
visualized that is equidistant with the point of interest. In Figure 4.11a the pres-
sure transducer was placed equidistant to the charge as the reflection wall. This
setup allows for the assumption that the shock will reach the pressure probe and
reflection wall simultaneously. The minimum time uncertainty in this method
is equal to the inverse of the frame rate of the camera and increases in uncer-
tainty with growing uncertainty with which the points are located equidistant.
From Figure 4.11a the time of arrival of the shock wave can be determined to be
8.9 ± 0.1 ms.

A second method to determine time of arrival is to use the radius-time
curve for the shock wave. If the distance between the charge and point of interest
is known, then the radius is selected on the curve and the corresponding time
noted. If the exact distance between the charge and point of interest is known
and there is high confidence in the Dewey curve fit this method works well. Be-
cause Test 4 had a uncertainty in the Dewey curve fit of ±2.5%, and the distance
between the charge and pressure probe was only measured to an accuracy of
±0.1 m this method had a high uncertainty. Using the radius-time curve method
the time of arrival was determined to be 8.6 ± 0.4 ms.

If there is only a single point of interest and the camera can be placed so
that it will visualize the shock moving over the point, then the optical pass over
method can be implemented easily and accurately. If there are multiple points of
interest in a variety of planes and each point’s location is well known then the
using radius-time curve is the optimum method. Regardless of how well these
two optical techniques are implemented they will not reach the precision of pres-
sure transducer time of arrival, simply because the transducer is able to sample
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at much higher rates than a commercial high speed camera which is imaging a
large field of view.

Figure 4.11: BOS images over-laid in red on the direct image to show the shock
wave location at (a) t=8.9 ms and (b) t=10 ms. The location of the pressure trans-
ducer is displayed as a the yellow dot.

The peak over-pressure value is often taken as the highest value in the
pressure trace. Due to the limited response time of pressure transducer this value
is often greater than true peak pressure [38]. This results in a larger uncertainty in
the peak pressure value than the error reported by the manufacturer for a given
pressure transducer. Figure 4.12 shows the pressure trace from Test 4. The peak
pressure shown in this pressure trace was 3.5 ± 0.25 psi.

Peak pressure can also be determined by analysis of the optical data. Equa-
tion 1.8 relates peak pressure to the Mach number of a shock wave. The Mach
number at a given location can be determined from Figure 4.10. Using the time
of arrival data from the optical pass-over method the exact distance between the
charge and pressure probe was determined. This distance was then used to de-
termine Mach number and the resulting peak over-pressure of 3.3 ± 0.9 psi. The
optically-measured peak pressure is plotted on Figure 4.12 at the time of arrival
found using the optical pass over method. The error bar for time is smaller than
the size of the point with the error bars for pressure shown. The error in pres-
sure was determined by propagating a 2.5% uncertainty in Mach number. When
the shock wave reached the pressure probe the Mach number had decayed to
1.11 ± 0.03. Because the Mach number is close to unity, small variations in value
cause larger percent variations in pressure, resulting in the larger uncertainty in
pressure.

The optical data is also able to make pressure trace data more useful. Fig-
ure 4.12 shows two large pressure spikes, the first corresponds to the time of
arrival of the shock wave. From examining the pressure trace the origin of the
second spike cannot be established. Figure 4.11b shows the BOS image over-
laid on the direct image at that time. This image shows that the reflected ground
shock is the source of the second pressure spike. The visualized ground reflection
reaches the reflecting wall at the time of the second spike. The reflection from the
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Figure 4.12: The pressure trace of Test 4 with the optically determined peak over-
pressure shown.

wall is visualized over the pressure probe at the same time but due to the three
dimensional effects this shock has not yet reached the probe.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Summary and Conclusions

The proliferation of modern high speed digital cameras has made large
scale background oriented schlieren (BOS) imaging practical for modern explo-
sive testing. This technique uses commercial high speed cameras and the existing
landscape to generate refractive images of the shock wave and product gases gen-
erated by explosives as well as capturing any explosively driven fragments. BOS
systems can be calibrated allowing for the size and shape of the shock wave to be
measured. As the shock wave expands through the field of view, any reflections
or distortions caused by objects in the test arena can be tracked. These capabilities
make large scale BOS imaging capable of recording critical aspects of explosive
tests.

The location of shock waves and other refractive features in BOS images
are often located by hand. Although accurate, this method is slow and requires
training. By understanding the compressible flow that underlies these phenomenon
an automated shock wave detection developed algorithm was developed to track
shock waves in BOS images. The algorithm was able to determine the location
of a shock front with a similar accuracy to manual detection but at much greater
speeds. This MATLAB script can be easily incorporated into existing or future
algorithms that process BOS images.

By recording explosive events with multiple BOS systems the three-dimensional
shape and size of the shock wave can be measured. The intrinsic and extrinsic
camera characteristics can be determined by well-established camera calibration
techniques. These camera characteristics were used to combine the individual
shock wave cross sections recorded by each BOS system into a single point cloud.
A surface was fit to the three-dimensional point cloud to describe the shock wave
surface. This surface was used to track and visualize the shock wave growth as a
function of time.

Using refractive imaging, automated point detection, and camera calibra-
tion techniques the shock wave from four unique tests were characterized. Mul-
tiple points on the shock waves were identified and their radii calculated. These
radii were compared as a function of angle and time to evaluate how symmetric
each shock wave was. It was found that shock waves ranged from symmetric to
highly asymmetric. The identified shock wave locations were also combined into
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point clouds and fit to spheres describing the shock wave surfaces. The sphere
fitting algorithm was found to have a higher uncertainty than the Dewey fit but
developing an approach to fitting a surface to the entire point cloud will be neces-
sary when examining asymmetric cases. Where applicable, the shock wave radii
were fit to the Dewey equation so that blast effects, such as overpressure, could
be determined. The overpressure estimation was found to have high uncertainty
resulting from uncertainty in the Dewey fit and because the Mach number was
approaching unity. The time of arrival was determined optically using two meth-
ods and compared with time of arrival determined by a pressure transducer. The
optical methods produced a similar time of arrival to the pressure transducer but
lacked the pressure transducers’ precision. In total, optical methods were shown
to be capable of characterizing explosively driven shock waves.

Overall, the presented research has demonstrated the utility of multi-camera
background oriented schlieren imaging in explosive testing. BOS imaging can be
implemented using commercial cameras in many experimental setups with no
modifications. The BOS images can then be processed quickly and accurately
into a three-dimensional representation of the shock wave. The optical data can
be used independently or paired with traditional analysis techniques to better
understand the shock wave produced by an explosive event.

5.2 Future Work

The current MATLAB script used for automated shock wave detection
only functions for BOS images. Shock waves visualized with shadowgraph or
schlieren are similar to those visualized with BOS. With minor adjustments the
automated detection algorithm could be used to detect shock waves in the three
main refractive imaging techniques: schlieren, shadowgraph and BOS.

The sphere fitting algorithm used to generate the geodesic sphere is in-
capable of recreating non-spherical shocks. By replacing the sphere fitting algo-
rithm with a more robust algorithm a surface could be fit to the points without
pre-defining the end shape. This would allow for the recreation of more complex
shock waves and asymmetries with in shock waves.

The current work focused on using multi-camera background oriented
schlieren imaging on shock waves with limited complexity. This technique will
be most useful in examining shock waves in highly complex and dynamic sys-
tems. This technique could be used to study how shock waves reflect and interact
in complex closed systems such as inside of a building with multiple rooms and
halls. It could also be used to study dynamic shock reflections such as Mach
reflections.
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APPENDIX A

AUTOMATED DETECTION MATLAB CODE

%variables defined earlier in script
% center: This is a [2,c] matrix where c is the number of cameras used.
%This matrix holds the location of the charge as recorded in each camera
%view,
% AngleCenter: This is a vector which holds the angles which will be
%searched for the shock wave
% Sections: This is the length of the vector "AngleCenter"
% SeedDist: This is an estimate of where the shock wave is located
% SeedGrowth: This is an estimate of how many pixels the shock wave will
% grow between frames.
% Boxlength: This variable adjusts how large of an area is search for
% the shock wave

%this section will do the autodetect
%________________________________________________________________
%find search parameters

%generate search location
%__________________________________________________________________________
%this will find center of boxes

for a=1:Sections;
x(a)=center(1,c)+cos(deg2rad(AngleCenter(a)))*SeedDist(c);
y(a)=center(2,c)-sin(deg2rad(AngleCenter(a)))*SeedDist(c);

end

%This will set up for the next loop
SeedDist(c)=SeedDist(c)+SeedGrowth(c);

%this will find the bounding box
for a=1:Sections;

BoxBR(a,:)=[round(x(a)+BoxLength),round(y(a)+BoxLength)];
BoxTL(a,:)=[round(x(a)-BoxLength),round(y(a)-BoxLength)];

end
%__________________________________________________________________________

[n,m]=size(image);
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MaxSearchOptions(3)=m;
MaxSearchOptions(2)=sqrt(center(1,c)^2+center(2,c)^2);
MaxSearchOptions(1)=sqrt(center(1,c)^2+(center(2,c)^2));

SearchMax=max(MaxSearchOptions);

%Autdo detect sequence
clear bins %this should eliminate rewrite errors
clear holder
clear MaxDist
clear BombCentered
%Autdo detect sequence
for Szone=1:Sections; %this will select which box to search in

holder=zeros(SearchMax,1);
for xsearch=BoxTL(Szone,1):BoxBR(Szone,1);

for ysearch=BoxTL(Szone,2):BoxBR(Szone,2);
d=round(sqrt((xsearch-center(1,c))^2+(ysearch-center(2,c))^2));
if 0<xsearch & xsearch<m & 0<ysearch & ysearch<n;

holder(d)=holder(d)+double(image(ysearch,xsearch));
end

end
end
DifBins(:,Szone)=diff(holder(:));

end

%calculate the shock distnaces and then corrisponding x y possitions
for i=1:Sections

if 400<max(bins(:,i));%EXPERIMENTAL this section will remove data
%points of low signal to noise ratio

MaxDist(i)=min(find(DifBins(:,i)==min(DifBins(:,i))));
else

MaxDist(i)=0;
end
BombCentered(i,:)=[cos(deg2rad(AngleCenter(i)))*MaxDist(i),sin(deg2rad-

-(AngleCenter(i)))*MaxDist(i)];
end

%this section will plot points on initial imagee

if powerswitch(4);
figure(’name’,CurrentImage),imshow(image);
hold on
plot(center(2,c),center(1,c));

for i=1:Sections;
hold on
plot(BombCentered(i,1)+center(1,c),center(2,c)-BombCentered(i,2)-

-,’R*’);
end
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if powerswitch(7);
if framenumber>(FirstFrame+10);

DeleteImage=[test ’ ’ cam ’ ’ num2str(framenumber-10)];
close (DeleteImage);

end
end

end

%END AUTODETECT
%______________________________________________________________
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